The defect in rank-metric codes
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AssTrACT. Let F, be the finite field containing g elements and IF» be a field extension of IF, of degree
m, with m > 1. We denote with Fj the n-dimensional row vector space over ;. Similarly with IFZ,,, we
denote the n-dimensional row vector space over Fyn. Let B = (vy,...,v,) be a basis of F », seen as an m-
dimensional vector space over the field F,. Let now be x = (xy,...,x,) € IF"(;,”, then for any j e {1,...,n}
there exist coeflicients x;; € F, such that, x; = 3™ | x;;v;. If we write each x; as an m-dimensional column

vector with respect to the basis B, then the vector x is associated with the matrix

X11 X120 Xin

X21 X220 Xop
X =

Xml  Xm2  ° Xpn

We denote with A : ]FZ,,, —> M,;xn(F) the map that sends x to A(x) = X. As proved in [3] the distance
function dg on F’;,,, defined by

dr(x,y) := rank(A(x) — A(y)) = rank(X = Y)

1S a metric over F’(;,,,. It is called the rank-metric. Let C be a subset of IFZ,,,. Then the minimum rank
distance of C is defined as

dr(C) := min{dg(x,y) | x,y € C, x # y}.

A code C endowed with the metric dg is called a rank-metric code. A linear [n, k]-code C over Fyn is a k-
dimensional subspace of ]FZ,,,. Let C be a linear [n, k]-code C over Fy» with the Hamming distance dy (C).
Then corresponds to C a rank-metric code A(C) with the rank-distance dg(A(C)). In [3] was established
the relation between both distances. There was proved that dg(A(C)) < dy(C). Due to the Singleton
bound we have

dp(A(C)) <dy(C)<n—-k+ 1. (1)



A linear [n, k]-code C that achieve this bound is called a maximum-rank-distance codes (briefly MRD-
code). MRD-codes exists for all m, n, k € N independent of the size of the field F,, see [1] and [4].

A linear [n, k, d]-code C over the finite field F, is called a maximum distance separable code, if the
minimum distance d meets the Singleton bound, that is d = n — k + 1. Unfortunately, the parameters
of an MDS code are severely limited by the size ¢ of the field. Then it is important to look for codes
which have minimum distance close to the Singleton bound. The measure of how far C is away from
being MDS, that is, the separation of the Singleton bound is called the defect of C. This concept was
introduced by A. and W. Willems Faldum in [2].

Let C be a [n, k]-code over F» with minimum rank distance d. We define the defect of C, denoted
by s(C) as follows

s(C)y:=n—-k+1-d.

In classical coding theory, the existence of linear MDS-codes for given n and k depend on ¢ since by
Griesmarboundd = n—k+ 1 < (s + 1)g = g, where s is the defect of the code and in this case is equal
to 0.

As main result we prove the following lemma.
Theorem 1. Let C be a [n, k]-code over Fyn with minimum rank distance d. Then
(a) If k=2, thend < ¢"(s + 1).
b) Ifk =23 andd =q"(s+ 1), then s+ 1 < g™
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